
Moving GIS to the cloud:
The process, challenges and lessons learnt



The journey begins: April 2016
• Migrate DOC’s computing storage and infrastructure to the cloud
• Would involve 155 terabytes of data including:

Ø 22 terabytes of GIS data (6,417,078 files in 305,700 folders)
Ø 69 GIS drives 

• GIS migration the final step. 



Reason for change?
• Data storage services old and at risk of failing 

• Zero infrastructure costs
• Flexible billing of resources 
• High-availability and disaster-recovery
• Ensure security of data and information
• Scalability 
• No single point of failure 

Why the cloud?



Why Amazon Web Services?



Existing GIS structure

• De-centralised GIS infrastructure
• 31 staff in 11 offices

• 69 servers 
• 500 ArcGIS installations
• 300 active GIS users
• 3 offices not moving -

Ø Aniwa Niwa
Ø The Chathams
Ø Pureora



Vision for GIS
• Virtual workspaces
• Centralised storage
• Single source of data
• Shared to multiple users
• Structured directory



Preparing for the move



Proof of concept: Apr – June 2016
Categories # of Test 

Cases
Pass ü Fail x

Cartography 5 5 ü 0 x
Offline 8 7 ü 1 x

3D 2 2 ü 0 x
Data Transfer 5 4 ü 1 x

Data Capture / Editing / Loading 1 1 ü 0 x
Database Management 5 5 ü 0 x

Data Analysis 3 3 ü 0 x
App dev 2 2 ü 0 x

DOC Apps/Tools 1 1 ü 0 x



Staff feedback



Gradual process

2017

Start

Mar Apr May Jun Jul Aug Sep

AWS	Go	Live
4/9/2017

G	Drive,	S/GIS	Drive	Read	Only
4/9/2017

20/3/2017	- 21/4/2017AWS	Dev	Systems		Build

6/4/2017	- 28/4/2017GIS	Dev	Workspace	Build

1/5/2017	- 6/7/2017GIS	Dev	Testing

AWS	Test	Systems	Build 11/5/2017	- 25/5/2017

GIS		Test	Testing 26/5/2017	- 2/6/2017

AWS	Prod	Build 2/6/2017	- 9/6/2017

GIS	Team	Workspace	Build 30/6/2017	- 7/7/2017

GIS	File	Server	Data	Move 2/6/2017	- 4/8/2017

1/3/2017	- 7/8/2017Find	Arc	GIS	Users	/	Data	Consolidation	/	New	Directory	Structure	

Train	250	ArcGIS	Users 4/9/2017	- 15/9/2017



Consolidate data
Situation: 

• 22 terabytes of data on G:\drive and 4 terabytes on the S:\GIS drive
• Duplicates of images and national data sets, contour lines.

Action required:

• Establish data review group 
• Evaluated commercial geospatial search tool
• Python script to find duplicates
• Delete duplicates



New Directory Structure
The central GIS Drive

Former G:\ and S:\GIS content

National datasets
(All data for GIS and Science)

Science users folder

General users folder 
All local data and projects

For confidential work. Only seen by 
those with permission to folders

Projects and working 
data

Projects to be used across 
the department e.g. 
ArcReader



AWS Workspace Types
Value Standard Performance Power Graphics

vCPUs 1 2 2 4 8

Memory GiB 2 4 7.5 16 15

vGPUs 1

Video Memory GiB 4

SSD Root Volume 
GB

80 80 80 175 100

SSD User Storage 
GB

10 50 100 100 100

Software Utilities 
software 
bundle

Utilities 
software 
bundle

Utilities 
software 
bundle

Utilities 
software 
bundle

Utilities software 
bundle



AWS Workspace



Sample Test Case



User experience



ArcGIS Testing Outcomes

• 88 test cases
• 18 testers(GIS analysts/developers)
• 10 categories
• 154 page document

• USB not supported
• ArcGIS Pro failed on Standard, 
Performance and Power Workspaces 



Workarounds – Moving Data from USB to AWS

1

2

3
4



Consequences of move

• Republishing ArcReader projects

• Access ArcReader projects through Citrix on AWS

• Broken MXD links



Training

• Over 250 staff in 9 regions
• Train the trainer sessions
• Running 23 classroom sessions
• 13 trainers
• 2 week time frame 
• ½ day courses 



Training Materials

• Detailed guide for ArcGIS users
• Facilitation guide to ensure consistent approach



Challenges: 
Environment and People



AWS Environment

AWS environment provided many challenges:

• Webcams not supported on AWS

• No support 4K resolution

• Skype for Business limitations

• YouTube resolution and audio issues



Project / People

• Testers were busy with own work
• Data  migration delays
• DOC network speed
• PM, BA, GIS analysts & data review team lead on holiday
• GIS Technical lead resigned
• Lack of communication
• Breaking new ground – steep learning curve



Lessons learnt



Lessons learnt

• Pick IT service partner (external) based on cloud experience
• Learn AWS terminology 
• Establish core project team early
• Release project team from BAU
• Beware of move consequences
• Dedicated communications resource
• Don’t leave too long between pilot project and 

implementation
• Beware of costings – egress costs
• Always takes longer than you think



What we’ve achieved



Success?

• Increased performance in DOC in general
• GIS perspective
o Virtual workspaces
o Centralised storage
o Single source of data
o Shared to multiple users
o Spring clean of data
o Performance increase for regions

• Uptake - will know more after training
• Still on the journey – watch this space…



Questions?


